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Digitalisation offers new 
approaches to trust. Competitors 
who do not see eye-to-eye 
can still transact efficiently 
because technologies such as 
privacy-enhancing technologies, 
distributed ledgers (also called 
shared ledgers), coupled with 
good governance in processes 
now enable these interactions 
even without parties knowing 
who they transact with.
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Preface by SGTech1

Trust is defined as a firm belief in the reliability, truth, ability, or strength of someone 
or something, one in which confidence is placed. Trust has always been the linchpin 
of strong relationships, especially between individuals and businesses. Digital Trust 
is the same thing but applied to digital technology.

The whitepaper that you are reading now captures the core findings of SGTech’s 

Wong Wai Meng
Chair, SGTech

Digital Trust Landscape Study. Interviews with over 80 local, regional, and global industry leaders in their 
respective fields were conducted to map out the landscape for Digital Trust.

Why is Digital Trust critical now? With the increasing merging of the physical, digital, and biological worlds, it 
has created huge opportunities but also challenges for the way we live and work. The advent of technologies 
such as blockchain, artificial intelligence, big data, internet of things, and many more, has accelerated the 
pace of innovation in business. Internal resources alone are no longer sufficient for addressing the dynamic 
needs of markets; companies must adopt innovation strategies by collaborating with external stakeholders.

The push to digitalise and innovate has opened a can of challenges for companies, who must consider 
new privacy, security, and information-control issues as they collect and store more data. These concerns 
are exacerbated by increasingly polarised views on important topics, the spread of misinformation, and 
cybercrimes. SGTech believes that building digital and data systems based on trust is key to surmounting 
these challenges. 

Our purpose in commissioning this study is to provide a global orientation of Digital Trust, its opportunities 
and challenges, and Singapore’s importance as a global node for data and digital innovation. Digitalisation 
offers new approaches to trust. Competitors who do not see eye-to-eye can still transact efficiently because 
technologies such as privacy-enhancing technologies and distributed ledgers (also called shared ledgers), 
coupled with good governance in processes now enable these interactions even without parties knowing who 
they transact with.

Our study identified governance, technology, and people as three pillars that hold up the Digital Trust 
framework. Each pillar has enablers crucial to building a robust and trusted digital ecosystem. Cross-border 
cooperation, harmonisation of standards, and mutual recognition of certifications must continue to be 
encouraged. Education and capability-building of people will also be essential. 

We hope this paper is helpful as a starting point to frame the subject. Beyond this whitepaper, more resources 
will be available at SGTech’s Digital Trust Centre of Excellence. We invite you on this journey with us as we 
strengthen trust and further our common human pursuit of progress. 

On behalf of SGTech, I would like to thank our members, industry partners, and the many contributors and 
interviewees who played a part in this Digital Trust Landscape Study. We are also grateful to the paper’s 
presenting sponsors, AWS and NetSfere, as well as our supporting sponsors, Intel, Lenovo, and Microsoft.
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Digital Trust, which relates to 
the confidence users have in 
the digital ecosystem to interact 
securely, in a transparent, 
accountable, and frictionless 
manner, is foundational to data 
security, privacy and compliance. 
The high-stakes implications of 
prioritising Digital Trust, including 
protecting brand reputation, 
innovation, and revenue 
generation, make a compelling 
business case for earning 
this trust in the global digital 
economy.
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Foreword2

This paper provides valuable insights and actionable strategies aimed at strengthening 
Singapore’s digitalisation efforts and furthering Singapore’s ambition to become a 
global node for Digital Trust. In the digital-first era, enterprises are increasingly 
communicating, collaborating, connecting, and transacting across channels. As the 
adoption of digital technology continues at a rapid pace, Digital Trust is elevated to 
a critical business enabler. 

Digital Trust, which relates to the confidence users have in the digital ecosystem to interact securely, in a 
transparent, accountable, and frictionless manner, is foundational to data security, privacy and compliance. 
The high-stakes implications of prioritising Digital Trust, including protecting brand reputation, innovation, 
and revenue generation, make a compelling business case for earning this trust in the global digital economy.

Recognising the broad economic implications of earning Digital Trust, Singapore continues to invest in 
technological and skills initiatives to foster the growth of the Digital Trust ecosystem. In the thriving digital 
hub that is Singapore, opportunities abound for building digital services based on trust. And, as a leader in 
transparent governance, trusted regulatory frameworks and a respected centre of finance and law, Singapore 
is well-positioned to solidify its status as a leader in Digital Trust.

A key to establishing and advancing Digital Trust leadership involves working with security-first, privacy-
first business partners that meet the operational imperative of earning and maintaining Digital Trust. This 
is especially critical in today’s hybrid and remote working environments where more business than ever is 
conducted across digital channels. 

A first line of defence for protecting Digital Trust is secure communication and collaboration technology, with 
end-to-end encryption and robust IT administrative controls. Enterprise-grade technology like this is a major 
strategic imperative for building Digital Trust, that ensures business continuity in a secure and compliant 
hybrid and remote working environment.

At NetSfere, we are partnering with Singapore-based companies in a wide range of sectors including financial 
services, healthcare, and government, to build a more trusted digital ecosystem and contribute to positioning 
Singapore as a global node for digital and data, built on trust.

We thank SGTech for commissioning this important report which maps out a strategic roadmap for developing 
Digital Trust in Singapore; all of the many contributors from around the world for providing their valued 
insights; and Eden Strategy Institute for compiling the insights and data into this whitepaper.

Anurag Lal
President and CEO, NetSfere
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Trust has been a competitive edge for Singapore and led to its early success as a regional hub and attractive 
home for global businesses. An increasingly digital world amplifies opportunities for Singapore beyond the region, 
but only if Singapore can continue to be a trusted partner. With this lens, SGTech commissioned Eden Strategy 
Institute to study the Digital Trust landscape to help frame the topic and highlight the challenges and opportunities. 
This paper is a succinct summary of the broader landscape study conducted.

Between January and August 2022, an exhaustive review of existing Digital Trust literature and a series of over 
80 interviews were conducted worldwide with leading experts in various Digital Trust domains. Through these 
insights, and extensive deliberations with SGTech’s Digital Trust Committee and Council members, we have 
defined Digital Trust as follows:

Digital Trust is the confidence participants have in the digital 
ecosystem to interact securely, in a transparent, accountable, and 
frictionless manner.

To achieve this, a range of enablers in Governance, People and Technology has been identified:

Digital Trust is a SGD 385 bn (USD 270 bn) global market opportunity and is 
expected to grow to SGD 765 bn (USD 537 bn) by 2027. Digital Trust will also 
enable further growth in other sectors in the digital economy.

Executive Summary3

 » Governance: Facilitate greater digital participation among good actors in an ethical manner, while putting in 
place mechanisms that resolve conflicts

 » AI Ethics Frameworks
 » Data Protection Laws and Regulations
 » Cyber Strategy and Laws
 » Cyber Insurance
 » Privacy by Design

 » People: Develop discerning digital natives who can navigate the proper use of data and information, while 
keeping themselves and the organisations safe from bad actors

 » Consumer Awareness and Education
 » Citizen Advocacy
 » Digital Trust Certifications

 » Technology: Overcome legal barriers while keeping in place the spirit of those laws, enhance online safety, 
and keep secure data and digital transactions from bad actors

 » Privacy Enhancing Technologies
 » Distributed Ledger Technologies
 » Cybersecurity Technologies

 » Security by Design
 » Harmonisation Of Standards
 » Facilitating Bodies and Associations
 » Recourse and Mediation Bodies

 » Digital Trust Workforce
 » Digital Trust-Related Consultancy: 

 » Digital Identity
 » Governance, Risk, and Compliance Software
 » AI/ML Tools: e.g., Fraud Detection, Threat Monitoring

Legal, Resilience Building, Training,
Cybersecurity As-A-Service, Privacy-As-A-Service
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Five key trends and opportunities were also identified in this study:

There is no magic bullet to Digital Trust. Like trust in the physical world, Digital Trust takes time and effort to build 
up. The promise of Digital Trust is not just in the SGD 765 bn (USD 537 bn) industry that will be realised in 2027, 
it is the broader enablement of the digital economy and surmounting the trust challenges of today. These will 
result in a manifold multiplier in terms of more digital transactions and less losses from issues such as cybercrime. 
It offers new opportunities and a true differentiation to countries and companies that embrace it. We hope this 
paper helps you think more holistically about Digital Trust and provides pointers on where to start. 

Misinformation is becoming more widespread and affecting everyday people 

Expectations on privacy and responsible use of data have grown and 
become mainstream

Cybercrimes continue to grow unabated, especially in the Asia-Pacific

Data localisation, sovereignty and cross-border data flow issues are high on 
the agenda for many countries

#1

#2

#3

#4

 » There is a strong need for data-sharing standards to be harmonised across countries, and 
there are opportunities to mutually recognise certificates that relate to Digital Trust; facilitation 
bodies such as APEC Business Advisory Council (ABAC) are important players that can drive 
these efforts

 » Adoption of technologies, such as Digital Identity and permission-based Distributed Ledger 
Technologies, can also assist with more seamless and efficient cross-border interactions

 » The use of Privacy Enhancing Technologies (PET) could help adhere to the letter and spirit of 
the law, while generating the benefits that come from data sharing and analysis

 » Embedding Privacy in products and services through Privacy by Design enhances transparency 
and accountability in an organisation’s systems, and helps to increase confidence and loyalty in 
consumers and businesses they transact with

Growing demand for Digital Trust skills and risk management solutions#5

 » Large companies will need to build up resilience capabilities, while Small and Medium Enterprises 
(SMEs), that are generally under-resourced, should consider cyber-as-a-service offerings

 » Both large companies and SMEs should consider cyber insurance

 » A more sophisticated Digital Trust workforce will need new skills, as well as related services 
such as consultants, lawyers, training providers, and certification agencies

 » Software solutions in Governance, Risk and Compliance (GRC) can also help companies better 
manage organisational risk and requirements for continuous compliance

 » Consumer awareness and education to enable a more discerning population is essential
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There are many facets to the megatrend of Digital 
Trust. Digital Trust encompasses more than 
cybersecurity, privacy, data protection, or Artificial 
Intelligence (AI) ethics. At its core, creating Digital 
Trust demands no less than a concerted, full set of 
approaches that uphold stakeholder confidence and 
ensure that digital interactions truly work. 

This paper aims to: 
• Offer a broader definition of Digital Trust;
• Provide a global orientation on trust-related 

challenges in the digital arena;
• Provide a glimpse into the opportunities in 

Digital Trust; and
• Highlight Singapore’s importance as a global 

digital and data node, built on trust.

Trust has always been foundational to Singapore’s 
early success as a facilitator and partner for 
regional networks and global companies. A 
digital world opens Singapore up to wider global 
networks and opportunities. Its people, processes, 
and governance structures must be ready for the 
corresponding challenges, and Digital Trust is core 
to this readiness.  

Singapore has been amongst the most progressive 
countries in Digital Trust: 
• Recently opening a Digital Trust Centre focusing 

on trust technologies1;

• Developing a Model AI Governance Framework 
and AI Body of Knowledge2;

• Passing the Protection from Online Falsehoods 
and Manipulation Act (POFMA) in 20193;

• Implementing the Personal Data Protection Act 
(PDPA) in 2012, and rolling out Data Protection 
Officers (DPO) across its companies4;

• Enabling Singpass, its national Digital Identity 
system, to be ubiquitous across government 
e-services and covering over 97 percent of 
eligible residents5; and 

• Developing various Data Sharing Frameworks 
by the Infocom Media Development Authority 
(IMDA), Monetary Authority of Singapore 
(MAS)/Association of Banks in Singapore (ABS), 
and Singapore's Smart Nation and Digital 
Goverment Office (SNDGO)6.

But more can always be done to unpack and frame 
the issues around the topic. This paper is the 
synthesis of a landscape study undertaken by the 
Digital Trust Committee of SGTech, Singapore’s 
leading trade association for the tech industry, 
between January and August 2022. Eden Strategy 
Institute performed an exhaustive review of the 
global literature on Digital Trust and conducted a 
series of over 80 interviews across the world with 
leading experts in various Digital Trust domains.

Fostering trust in the digital world is increasingly vital in today's age 
of industry digitalisation, misinformation, and changing societal 
attitudes towards privacy.

Introduction4
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From our expert interviews, review of existing Digital Trust literature7, and deliberations with SGTech’s Digital 
Trust Committee and Council members, this paper proposes a broader view of Digital Trust that extends beyond 
security. 

Much of the existing Digital Trust literature has focused on cybersecurity and the components that secure digital 
systems and data flows. With legislative developments such as General Data Protection Regulation (GDPR) in 
Europe or PDPA in Singapore, the awareness of user privacy has been building up. In a trusted environment, 
there are opportunities to make digital transactions easier for everyone, allowing for individuals, businesses, and 
government participants to interact effortlessly across borders.  

This paper therefore proposes the following definition of Digital Trust:

What is Digital Trust?5

Digital Trust is the confidence 
participants have in the digital 
ecosystem to interact securely, 
in a transparent, accountable, 
and frictionless manner.
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This broad definition further finesses different emphases of Digital Trust for various stakeholders.

Citizens

Digital Trust is the confidence citizens have when they are interacting online, that their 
interactions are secure, remain private, transparent, and accountable. 

Industry and Businesses

A business can inspire Digital Trust by being secure, competent, consistent, and transparent, 
and having a verifiable commitment to user interests, as demonstrated by its policies, systems, 
and conduct. 

Governments and Regulators

Digital Trust is the adherence to necessary processes, policies, and frameworks around security, 
transparency, and accountability by the Government to enable businesses and consumers to 
interact efficiently and confidently in the digital world. 
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Misinformation
• Misinformation
• Disinformation
• Deepfakes driven by bad bots 

and foreign actors seeking to 
influence society

Online scams
Including:
• Hacking scams
• Phishing scams

Misuse of data
Where data analysis and personal 
information is used without consent

Online harms
Beyond misinformation, other forms 
of online harms such as:
• Child sexual exploitation and 

abuse content 
• Cyberbullying
• Hate speech
• Online addiction
• Terrorism-related content
• Violent content

Misleading user interfaces
Where dark patterns and corporate 
interests misdirect consumers in 
their online interactions

Citizens

To strengthen Digital Trust, it is useful to understand the 
challenges that will need to be addressed for the different 
stakeholders. There are a plethora of challenges but we present 
the most important challenges across our interviews.

Challenges6
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Facilitating data flows
Facilitating data flows, business 
cooperation within the country and 
across borders, while maintaining 
privacy concerns, cybersecurity, 
and national security

Complexities in cross-border 
cooperation
• Ensuring cross-border cyberse-

curity enforcement and sharing 
of intelligence on threats

• Cross-border data standards 
harmonisation through working 
with other governments and 
standard bodies

Foreign interference and 
disinformation
Educating the population and 
putting up defences to counter 
online threats

Global competition for talent
The global pull of Digital Trust-
related talent such as in:
• AI ethicists
• Cybersecurity
• Digital Identity specialists
• Lawyers trained in international 

privacy regulations 
• Privacy engineers

Governments
and
Regulators

Constant cyber threats
Ensuring data and transmission 
are secure from external and 
internal intrusions, with necessary 
redundancy to recover from 
breaches

Online harms
Adhering to local and global 
regulations which are often 
disjointed and require local 
customisation; potentially high 
financial penalties for privacy 
regulatory failures

Inadequate capabilities
• Lack of baseline internal staff 

capability
• Hiring for specific skills such 

as cybersecurity and privacy 
engineers

• Retaining external support 
such as Digital Trust lawyers 
and Cybersecurity consultants

Lacking standards related to 
Digital Trust
Lack of standards that go beyond 
IT and cybersecurity, such as AI 
ethics frameworks, data sharing 
policies, or data classification

Constraints in data sharing
• Lack of trust between 

counterparties
• Data sovereignty and national 

laws restrictions
• Lack of available technology to 

manage Personal Identifiable 
Information (PII)

Under-resourced SMEs
Small and Medium Enterprises 
(SMEs) are especially vulnerable to 
cyber attacks, due to their lack of 
financial and manpower resources 
to put in place the necessary 
safeguards

Industry
and
Businesses
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There are five primary forms of Digital Interactions.

 » Presentation of Information: e.g., Website viewing; hardware interfaces 

 » Digital Communications: e.g., Chats; video conferencing

 » Data Transmission and Digital Transaction: e.g., IoT device transmissions; eCommerce transactions; B2B 
data transactions

 » Data Access and Storage: e.g., Cloud storage; APIs; Digital IDs

 » Data Analysis and Use: e.g., AI and Big Data analysis; wearables health monitoring; Know Your Customer 
(KYC)

Countries and organisations have a variety of options to holistically 
enable more trusted Digital Interactions.

Enabling Digital Trust7
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The key objectives of Digital Trust in these interactions are: 

 » Accuracy: Information and data sources are accurate, timely, and comprehensive 

 » Privacy: Legal compliance and user confidentiality is respected

 » Security: Data and transaction integrity is maintained and available only to the intended parties

 » Competency: Digital Interactions are available and done efficiently and successfully

 » Accountability: Use of the data or purpose of the use meets expectations and is done in a legal, ethical, 
and transparent way; failures such as data breaches or misuse of data are addressed quickly and responsibly

To enable these objectives, three sets of Enablers in Governance, 
Technology, and People are required: 

 » Governance: Facilitate greater digital participation among good actors in an ethical manner while putting in 
place mechanisms that resolve conflicts

 » AI Ethics Frameworks

 » Data Protection Laws and Regulations

 » Cyber Strategy and Laws

 » Cyber Insurance

 » Privacy by Design

 » People: Develop discerning digital natives who can navigate the proper use of data and information, while 
keeping themselves and the organisations safe from bad actors

 » Consumer Awareness and Education

 » Citizen Advocacy

 » Digital Trust Certifications

 » Digital Trust Workforce

 » Technology: Overcome legal barriers while keeping in place the spirit of those laws, enhance online safety, 
and keep secure data and digital transactions from bad actors

 » Privacy Enhancing Technologies

 » Distributed Ledger Technologies

 » Cybersecurity Technologies

 » Security by Design

 » Harmonisation Of Standards

 » Facilitating Bodies and Associations

 » Recourse And Mediation Bodies

 » Digital Trust-Related Consultancy: 

 » Digital Identity

 » Governance, Risk, and Compliance Software

 » AI/ML Tools: Fraud Detection, Threat Monitoring,

Legal, Resilience Building, Training, 
Cybersecurity As-A-Service, Privacy-As-
A-Service

Synthetic Data, etc.
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Global Revenues by Digital Trust Enabler
(SGD bn; 2022)

Global Revenues by Digital Trust Enabler
(SGD bn; 2027 Estimates)

SGD bn

Digital Trust presents a global market opportunity of SGD 385 bn 
(USD 270 bn) currently and is expected to grow to SGD 765 bn 
(USD 537 bn) by 2027.

Headline 2022 2027 CAGR

Cybersecurity 220 415 13%

Digital Trust Consulting 51 90 12%

Digital Identity 43 91 16%

Certifications 31 41 6%

GRC Solutions 18 27 8%

Cyber Insurance 13 41 25%

Distributed Ledger Technologies (DLTs) 6 44 49%

Privacy Enhancing Technologies (PETs) 3 18 40%

      Industry Total 385 765 15%

Sizing the Market
for Digital Trust

8

Cybersecurity

Cybersecurity

Digital Trust
Consulting

Digital Trust
Consulting

Digital
Identity

Digital
Identity

Privacy
Enhancing
Technologies (PETs)

PETs

Distributed Ledger
Technologies (DLTs)

DLTs

Cyber Insurance

GRC Solutions

Certifications
Certifications

GRC Solutions

Cyber Insurance

Source: Eden Strategy Institute Interviews and Analysis; Globe Newswire; Statista; Fortune Business Insights; Consultancy.org, IDC; Report Linker
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Based on our research, interviews, and analysis, 
the global market for Digital Trust is growing 
at a Compounded Annual Growth Rate (CAGR) 
of 15 percent, and is expected to double to  
SGD 765 bn (USD 537 bn) over the next five years.

The size of the Digital Trust sector in Singapore 
currently stands at SGD 1.7 bn (USD 1.2 bn) (yearly 
revenue) with more than half of this coming from 
Cybersecurity. The sector also currently employs 
around 15,000 people and could grow to SGD 
4.8 bn (USD 3.4 bn) (yearly revenue) and employ 
34,000 to 45,000 people by 2027.

Cybersecurity, the most mature and largest segment, 
will continue to contribute most significantly in 
absolute terms. Digital Identity is also a relatively 
mature technology, with adoption continuing to 
pick up, as more countries look towards national 
digital transformation plans. For example, India has 
shown admirable success in creating the world’s 
largest biometric Digital ID system, with its Aadhaar 
program enrolling 1.3 bn citizens (or 99 percent 
of Indian adults)8. The European Commission 
proposed a digital ID scheme in 2021, that could 
be used across the EU by more than 80 percent of 
the EU population by 20309. China’s Prime Minister 
Li Keqiang has recently announced that Digital IDs, 
which have been tested in China since 2018, will 
be rolled out nationwide in 202210. Cross-border 
economic opportunities are also expected to be 
amplified, should these national Digital IDs become 
harmonised or interoperable regionally.

The market for emerging Digital Trust Technologies 
such as Privacy Enhancing Technologies (PETs) and 
Distributed Ledger Technologies (DLTs) is attracting 
venture capital interest, and companies are working 
to validate use cases for different types of data 
in various industries. Their potential to leapfrog 
regulatory requirements and scale trust in their 
systems makes them exciting hotspots for growth.

Cyber Insurance is gaining greater adoption from 
large companies, and is also expected to see an 
uptick from more widespread SME adoption. 

Insurance companies are actively courting SMEs to 
help diversify their own risk portfolios. 

Consulting, Certifications, and GRC Solution 
providers are capability-building sectors that tend to 
be early adopters, which will help accelerate Digital 
Capabilities across different industries and improve 
risk management practices.

Global market for Digital Trust
in 2027 (USD 537 bn), doubling from
SGD 385 bn (USD 270 bn) in 2022

Size of Singapore's
Digital Trust Sector in 2027

Size of Singapore's
Digital Trust workforce in 2027

SGD
765 bn

SGD
4.8 bn

34 - 45k
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Seven percent more people in 2022, compared to 
2021, believe that business leaders are purposely 
trying to mislead through false or exaggerated 
information. Mistrust towards media and government 
leaders is also proliferating, growing at a higher rate 
of eight and nine percent respectively.12 

Covid-19 has accelerated digitalisation and teleworking, 
but it has also brought several challenges to the fore. 
Trust in technology companies in 2021 dipped to an 
all-time low, as the world grappled with increased 
cyber-attacks, data breaches, and ‘bad bots’ driving 

misinformation. Governments were not spared either; 
for example, democracies such as Australia, Germany, 
the Netherlands, South Korea, and the US saw the 
greatest declines in trust in 2022.13

Now, more than ever, governments and companies 
need to pay attention to Digital Trust. Based on our 
research and interviews with experts from domains 
of Digital Trust, the following five issues present the 
greatest challenges in Digital Trust to countries and 
organisations and need to be addressed.

Distrust is now society's default emotion, with six in ten people 
inclining to distrust until they see evidence to suggest that 
something is trustworthy.11

Global Trends and
Opportunities in Digital Trust

9
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Fake news and misinformation driven by bots; fake 
unauthenticated accounts; “online trolls”; and foreign 
nation-state actors, are all eroding Digital Trust 
among consumers and citizens globally. It is becoming 
increasingly complex to distinguish between semi-
true information and complete misinformation, and 
technology has not developed enough nuance to 
tackle this issue in a scalable and consistent way. 

Singapore is ranked second among countries whose 
Internet traffic has high bad bot activity, according to 
a study across 192 countries. 39 percent of Internet 
traffic in Singapore was from bad bots, used to 
conduct malicious attacks, compared to 53 percent 
from people and eight percent from good bots.14

In a global survey across 25 economies, 86 percent 
of online respondents globally believe they have been 
exposed to fake news. Of these, over 85 percent 
reported that they initially believed it15. Although in 
Singapore most citizens do not deliberately spread 
fake news, they are exposed to misinformation 
by accessing global social media platforms and as 
many as 75 percent have unwittingly forwarded such 
information onto their personal networks.16

Misinformation is becoming 
more widespread and 
affecting everyday people

Proportion of online respondents that believe 
they have been exposed to fake news17

Bad bots as a proportion of
Internet traffic in Singapore18

86%

39%

#1
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More governments will act defensively and enact laws 
related to misinformation. For example, Singapore 
has passed the Protection from Online Falsehoods 
and Manipulation Act (POFMA), which seeks to 
counteract false or misleading information online19. 
This law covers public as well as closed platforms 
such as chat groups and social media groups. 

Our interviews have indicated that social media 
companies are presently concerned about this issue,  
are taking decisive actions themselves, such as 
hiring large global teams to police content, deploying 
AI-based technologies to identify fake accounts, and 
limiting the spread of misinformation.  

Governmental oversight and social media self-
policing is necessary but not sufficient. There is 
a need to develop a more discerning population. 
Greater consumer awareness and education 
will be vital to manage the spread of misinformation, 
which presents an opportunity for governments, 
educational institutions, think-tanks, non-profits, and 
advocacy groups. School curricula and community 
awareness programs, particularly for the elderly, 
will also be necessary to improve consumer online 
savvy. 

OPPORTUNITIES

Consumer Awareness and Education
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There has been a renewed demand for privacy, 
as a result of the missteps of social media giants 
and misuse of Big Data, such as in the Cambridge 
Analytica data scandal where personal data of users 
was collected and used without consent for targeted 
political advertising20. The growing awareness of 
data bias and opaque decision-making in AI, which 
in some high-profile cases has resulted in racial 
profiling21, has also prompted caution and unease in 
the use of AI. 

Globally, 80 percent of countries have some sort 
of data privacy regulation or draft data privacy 
regulation22. Europe has traditionally been the 
dominant force in privacy regulation with the EU 
General Data Protection Regulation (GDPR), for 
which Germany and France are key anchor nations23. 
The proliferation of data regulations has accelerated, 
with Asia, Africa, and South America coming on 
board with their own data protection laws. 

However, this number is only 69 percent for Asia-
Pacific Countries23. More developed privacy regime 
standards are expected to take form, with more 
countries following the stringent standards found 
in EU GDPR, such as provisions on extra-territorial 
reach and data transfer.

Many ASEAN countries have based their privacy 
regulations on the GDPR, although privacy 
regulations are at different stages of development. 
Many governments in the region are still educating 
themselves on data privacy approaches that would 
be appropriate to their contexts, and have yet to 
institutionalise new regulations. 

Chinese tech companies are ramping up their 
privacy protections to meet the expectations of 
the national government and Chinese people, to be 
more transparent, secure, and accountable, as well 
as to fully comply with the recently passed Personal 
Information Protection Law (PIPL)24.

The US does not have a comprehensive federal 
level data privacy law, although one is currently 
being negotiated. Nonetheless, there is a growing 
number of states that have adopted their own data 
protection laws, such as the California Consumer 
Privacy Act (CCPA) which came into effect in January 
2020, and the California Privacy Rights Act (CPRA) 
which comes into effect in January 202325. 

Singapore has an AI framework to guide companies 
on ethical AI use26, without legislating specific 
AI laws so far. Countries such as the UK, US, and 
Spain passed AI-related legislation in 2021. The 
EU is now working on an EU AI Act, which could 
influence other countries’ AI standards, akin to how 
the EU GDPR has influenced many countries' privacy 
policies. More than 60 countries have adopted some 
form of AI policy27, as the world ramps up the pace 
of AI adoption. 

b.
Expectations on privacy and 
responsible use of data have grown 
and become mainstream

#2

Proportion of Asia-Pacific Countries that have data 
privacy regulation or draft data privacy regulation28

69%
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Increasing privacy governance requirements are at odds with the increasing 
ways data is used, such as with Artificial Intelligence / Machine Learning (AI/
ML) models. PETs are a collection of methods to do encrypted computation 
on sensitive or protected data, such as Personal Identifiable Information. 
PETs can satisfy data-sharing constraints imposed by privacy regulations. 

They can also help hide sensitive non-private data, such as telco tower 
geolocations, fleet routes, or eCommerce buying patterns. These 
technologies promise a future where datasets will no longer need to be 
exchanged, for cross-dataset machine learning benefits to be reaped.  

PETs will unlock more AI/ML use cases and advance new insights. We see 
a future where datasets are made voluntarily available across different 
industries; there are already green shoots of consortiums such the Melloddy 
Project – a group of pharmaceutical companies including GSK, Bayer, and 
Merck – collaborating on drug discovery because richer datasets have been 
made available. Regulations around AI use will be even more critical in this 
supercharged environment. Countries and companies will need to have in 
place their own AI frameworks as well as governance policies.

But privacy regulations and PETs are only part of the solution. The default 
posture of companies should be to provide privacy assurance across their 
products and services, embedded into the design and architecture of IT and 
business practices. 

Interviewees reported increases in revenue and customer loyalty, with 
consumers feeling safer and more confident to interact with companies 
that they feel are accountable and transparent in how they use their data. 
To achieve this, organisations can consider adopting the principles of the 
Privacy by Design Framework, developed by former Ontario Privacy 
Commissioner Ann Cavoukain, which outlines seven foundational principles29. 

OPPORTUNITIES

• Privacy Enhancing Technologies (PETs)

• Privacy by Design
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Cost of Cybercrimes
in 202135

Increase in Cybercrimes 
reported by the FBI 
since the pandemic36

Increase in Cyberattacks 
between May 2020

and May 202137

Growth of Cybercrime
cases between
2020 and 202138

USD 6 trn 300% 168% 38% 

Global US Asia-Pac if ic Singapore

Cybercrime Statistics

There has been a rise in cyber-related crime globally. 
Worldwide cybercrime cost USD 6 trn in 2021, growing 
at 15 percent Y-o-Y reaching USD 10.5 trillion by 202530. 
Ransomware is the fastest-growing cybercrime, with 
damages in 2021 estimated at USD 20 bn - 57 times 
more than it was in 201531. Ransomware repercussions 
can be significant. In May 2021, the Colonial Pipeline 
fuel company in the US was forced to pay USD 5 mn in 
ransom, and the attack caused major gas shortages 
in the southeast coast of the US32.

The growth in cyberattacks in Asia-Pacific is perhaps 
more serious than the global average, with a 168 
percent increase between May 2020 and May 2021 
alone33. Dark net-related arrests in Southeast Asia 
have increased in recent years, indicating that 
criminals perceive the region as a low-risk/high-gain 
operational environment, where the likelihood of 
detection remains relatively low. 
The region is plagued with enforcement and 

coordination problems. Regional threat assessment 
sharing and mapping of cybercrime are missing. 
Crimes are often cross-border, making enforcement 
difficult. Penalties also do not seem proportionate to 
the harm done, and cyber criminals around the region 
understand how to work the system to reduce their 
culpability. 

Regional players see Singapore as serious about 
cybersecurity. Singapore has a dedicated Cybersecurity 
Act, a clear Cybersecurity Strategy developed in 2021, 
and a vibrant cybersecurity ecosystem underpinned 
by a strong Cybersecurity Agency. Nonetheless, it is 
a target as it has a big financial sector, and is one of 
the most connected nations in the world. Singapore is 
constantly under threat, with cybercrime comprising 
48 percent of all crime in the country.34 

b.
Cybercrimes continue to grow 
unabated, especially in the Asia-Pacific#3
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Large enterprises and governments will constantly 
play a game of cat and mouse with cyber criminals. 
Cybersecurity products also tend to be costly and 
catered more towards large enterprises. Beyond 
shoring up on products and talent, sophisticated large 
enterprises will build up resilience capabilities 
and be able to respond and recover from cyber-
attacks. Large companies should line up their public 
relations, legal, and forensic consultants before an 
incident happens, as there is little time to react by the 
time a breach occurs. 

Governments and large enterprises can look at 
roadmaps and frameworks such as Singapore’s Cyber 
Security Agency Cyber Trust Certification’s Five Tiers39 
to understand how they can advance in the journey.

Most vulnerable are SMEs who lack resources and 
awareness about improving cyber hygiene. Many 
small companies are at a loss on where to start. SMEs 
are unlikely to add headcount for cybersecurity and 
should consider Cybersecurity as-a-Service (ie. 
outsource their cybersecurity needs) from third-party 
companies. However, these services will have to be 
priced low to serve this price-sensitive market, and 
even subsidised by the government as a public good.  

Cyber Insurance is an interesting area which can 
spur cyber hygiene, as getting it requires companies 
to adopt a certain standard of corporate cyber-
readiness. We estimate the demand for Cyber 
Insurance to be growing at 25 percent Y-o-Y. There 
is an increased interest from insurance companies 
to expand their offerings to SMEs to diversify their 
portfolios. By using Cyber Insurance, companies 
can protect against losses stemming from data 
destruction, theft, extortion, hacking, and network 
intrusion or interruption. Increased awareness and 
adoption of Cyber Insurance should be considered by 
all large companies and even most SMEs.

Annual Cyber Insurance market growth

25%

OPPORTUNITIES

• Resilience Building in Large Enterprises

• Cybersecurity as-a-Service for SMEs

• Cyber Insurance
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The importance of localisation and sovereignty has risen 
over the years due to privacy concerns, cybersecurity, 
and national security. More than 62 countries have 
enacted data localisation requirements in 2021, up 
from 35 in 2017. The number of related policies has 
also doubled from 67 to 144 in the same period41. 
For example, China requires data localisation for the 
broadly-defined Critical Information Infrastructure 
operators. Transferring data outside of China involves 
security assessments conducted by the Cyberspace 
Administration of China (CAC)42. 

Pivotal events such as the Edward Snowden National 
Security Agency (NSA) data collection revelations43, as 
well as the enactment of the US Patriot Act44 - which 
allows the US government to access information 
from US-based servers - have further heightened 
national data sovereignty concerns around the world. 
Nonetheless, the US is one of the strongest opponents 
to data localisation restrictions; there are no special 
requirements to transfer personal data from the US to 
third-party countries. 

The EU is more restrictive but does not require 
certain personal information to remain in the EU. 
Cross-border data transfers to third-party countries, 
however do need to respect GDPR either through 
being countries on the EU “Adequacy Decision” 
list, or applying appropriate safeguards such as 
Standard Contractual Clauses (SCCs). It should be 
noted that only 14 countries are on the Adequacy 
Decision list, with no ASEAN representation. 94 
percent of global data transfers are based on 
Standard Contractual Clauses45. 

These policies make cross-border data flows 
difficult. Complying with cross-border data transfer 
laws is cited as the most difficult task for privacy 
professionals46.

To address this, ASEAN is trying to move together 
on data protection and data flows. For example, 
ASEAN has already implemented Model Contract 
Clauses for cross-border data flows47. These are 
important steps in coordinating data regulatory 
policies. Strategic priorities for the ASEAN Digital 
Data Governance Framework include data flow 
mechanisms with particular focus on certification 
as well as regulatory sandboxes. The Philippines 
and Singapore are like-minded partners driving 
this trend, and are instrumental in the adoption of 
the ASEAN Digital Data Governance Framework. 

Countries that have enacted 
data localisation requirements40

62

Data localisation, sovereignty, and 
cross-border data flow issues are high 
on the agenda for many nations

#4
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Associations and harmonised standards will 
play increasingly important roles to facilitate data 
sharing. Various initiatives such as the APEC Cross-
border Privacy Rules (CBPR) and Global CBPR Forum 
seeks to help companies share data through common 
standards and mutual recognition of certificates48. 
SGTech and the APEC Business Advisory Council 
(ABAC) have entered into a partnership to further 
the APEC CBPR agenda as well as develop a Digital 
Trust Centre of Excellence to promote greater multi-
lateral trust mark integration and recognition. These 
efforts will take time to develop momentum, and 
will benefit from greater participation among both 
countries and companies globally. 

As more countries create Digital Trust-related 
policies, more companies will adopt various Digital 
Trust certifications as a source of validation and 
prove their trustworthiness. APEC CBPR is one such 
certification for data sharing, and others include 
the ISO 27001 on information security, CSA Cyber 
Essentials and Cyber Trust marks for cybersecurity, 
and GDPR and PDPA practitioner certifications for 
personal data protection that touch on the other 
aspects of Digital Trust. 

Trust-related technologies such as Digital Identity, 
Distributed Ledger Technologies (DLTs), and 
PETs can also help play a role in improving data 
flows. Digital Identity helps verify the authenticity of 
information, be it from a company, individual, or IoT 
device. Opportunities for cross-border collaboration 
on Digital Identity will help to reduce frictions in 
data flow and data access, and could even spur 

greater cross-border digital transactions. Companies 
such as Mastercard49 are seeking to help orchestrate 
these cross-border Digital Identity collaborations, 
developing technology, liability, assurance, and 
commercial frameworks to enable this. 

The resilience, transparency, and accountability 
found in DLTs has garnered strong interest from 
regulated industries, especially within the financial 
services sector, through “Private” blockchains where 
participants are validated before being accepted. The 
Monetary Authority of Singapore (MAS) has undertaken 
a series of experiments looking at several use cases 
for DLTs, such as tokenisation of the SGD, local and 
cross-border inter-bank payments and settlements, 
and Central Bank Digital Currency (CBDC). It actively 
involves the private sector and other central banks 
in these collaborations. For example, its most recent 
initiative, Project Dunbar50, is a collaboration between 
MAS, the BIS Innovation Hub Singapore Centre, the 
Reserve Bank of Australia, Bank Negara Malaysia, and 
the South African Reserve Bank. 

Even though ASEAN countries are still in the early 
phase of DLT adoption, blockchains already feature 
in all ASEAN Member’s ICT Master Plans51. DLT’s 
consensus mechanisms enable data and its processing 
to be resilient from attacks, allowing control to be held 
in the hands of the registered participants themselves. 
There is no need to either trust the counterparty or 
rely on an intermediary to process, as the transaction 
is verified by the system's specified governance 
protocol.

OPPORTUNITIES

• Harmonisation of Standards

• Facilitating Bodies and Associations

• Digital Trust Certifications

• Cross-border Digital Identity

• Permission-based Distributed Ledger Technologies (DLTs)
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Government regulations and data protection fines 
are on boardroom agendas, as they now pose 
existential risks for companies. In Singapore, the 
maximum financial penalty that may be imposed on 
organisations for PDPA breaches has now increased 
from the previous maximum of SGD 1 mn, to SGD 
1 mn or 10 percent of the organisation's annual 
turnover, whichever is higher52. Similarly, companies 
with EU exposure can be fined up to EUR 20 mn or 
four percent of worldwide turnover (whichever is 
greater) for GDPR breaches53.

This has created a demand for new specialised 
Digital Trust skills such as privacy engineers and 
Data Protection Officers (DPO). These roles are 
increasingly important to large organisations that deal 
with large amounts of data, such as large consumer 
tech companies. Small companies in Singapore are 
also required to designate at least one individual 

Estimated number of unfilled
cybersecurity positions in 202554

3.5 mn

Growing demand for Digital Trust skills 
and risk management solutions#5

OPPORTUNITIES

• Digital Trust workforce and skills 

• Digital Trust Service providers

• Adoption of GRC technologies by companies

A more sophisticated Digital Trust workforce and 
providers of Digital Trust-related services, such 
as consultants, lawyers, and training providers are 
becoming more prevalent. Digital Trust practitioners 
will graduate with Degree and Diploma courses in 
highly-specialised domains. Cutting-edge companies 
are also looking for multi-disciplinary talent who can 
bridge the divide between policy, compliance, AI 
ethics, and technology. In the future, more global 
companies will form small multi-disciplinary teams 
with a global Digital Trust mandate, creating strong 
competition for such talent globally. 

Organisations will also look to imbue their entire 
workforce with Digital Trust-related training. 
Companies will increasingly invest in continuous 
compliance and real-time risk assessment. More and 
more organisations will opt for Governance, Risk, 
and Compliance (GRC) solutions to help them 
manage this undertaking, where inputs from everyday 
employees will flow into GRC systems to provide a 
more macro view of organisational risk. GRC software 
is already seeing a 20-30 percent increase in interest 
in Singapore55 and an eight to 14 percent growth rate 
globally56.

to act as a DPO. There is also a war on talent for 
“traditional” cybersecurity professionals. The number 
of unfilled cybersecurity positions globally is growing 
from one million in 2013, to an estimated 3.5 million 
in 202554.

Large companies are also beginning to invest in 
general Digital Trust education for their employees. 
These begin with cybersecurity hygiene matters, and 
can often extend to organisation risk management. 
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The Digital Trust Landscape Study, as summarised in this paper, represents an 
essential effort by SGTech and the tech industry to understand and unpack this 
large, complex, cross-border, and multi-faceted topic through research, interviews, 
and analysis with experts, government leaders, and captains of industry from 
around the world.

Having put a solid conceptual framework on what Digital Trust is, its enablers, and 
its challenges, the Digital Trust Landscape Study is very much at the beginning of 
its important work.

This is because the study, perhaps more crucially, also represents a clarion call to 
action for all the essential stakeholders in the digital ecosystem.

First, our laws, policies, and regulations have to be appropriate, balanced, and 
fit-for-purpose to secure and facilitate Digital Trust. This will ensure that digital 
technologies continue to be at the service of humans, and enable tech development 
to be on a healthy and sustainable track.

Second, corporations will do well in viewing the incorporation and demonstration 
of Digital Trust as a key competitive differentiator and advantage. Where 
corporations display Privacy by Design and Security by Design, adopt privacy-
enhancing technologies and governance, risk and compliance tools, invest in 
their cybersecurity, and have third-party certifications to review and validate 
their systems and processes, they are much better-placed to win and retain their 
customers, as well as innovate using the data they have to come up with new 
products and services in a responsible and trusted manner.

Digitalisation is one of the key trends of our 
times. For digitalisation to fulfil its promise, we 
need to put Digital Trust front and centre of 
our efforts to develop and regulate the digital 
economy. 

Royce Wee
SGTech Digital Trust 
Exco member & 
Lead for Digital Trust 
Landscape Study

Concluding Remarks10
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Third, employees and customers also have much to look forward to. Employees will be able to access new training 
and upskilling courses to master new Digital Trust capabilities, for instance, across data protection, cybersecurity, 
fair market conduct, and ethics. Customers will be entitled to greater transparency in the data processing activities 
of corporations, have more agency and choice over the granting of access to their data, and be able to exercise 
their data subject rights more easily.

As technology doesn’t stand still, there will be a recurring need for Digital Trust to continue to evolve. For 
example, as Web 3.0 takes shape, marked by greater decentralisation, digital assets, and AR/VR experiences, 
future research will have to be done across the technology, governance, and people pillars to see how digital trust 
can take root in and propagate across the Web 3.0 digital ecosystem. 

We are on the cusp of great and accelerating change driven by rapid tech changes. By securing Digital Trust 
through a close and collaborative partnership across the public, private, and people sectors, all of us can have the 
confidence and optimism to ride the wave of change successfully.      

In this regard, SGTech has been having early conversations on Digital Trust which are now becoming regional and 
global conversations and projects. I urge you to get in touch with SGTech if you would like to learn more, and 
prepare your organisation to build its capabilities and join our growing Digital Trust ecosystem.

We are on the cusp of great and accelerating change 
driven by rapid tech changes. By securing Digital Trust 
through a close and collaborative partnership across the 
public, private, and people sectors, all of us can have 
the confidence and optimism to ride the wave of change 
successfully.      
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